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1. Introduction
As the authors of this paper have been in academia and private 
practice for over 30 years, we have witnessed the gradual intro-
duction of artificial intelligence (AI) and machine learning (ML) 
that no doubt, will improve the health of our patients and health 
care services. Artificial intelligence is a special area of computer 
science where performance of tasks is accomplished that would 
normally require human intelligence [1]. But make no mistake, 
medicine and dentistry’s most important element is the interaction 
between doctor and patient. This precious relationship must re-
main at the core of healthcare.

Machine learning is a part of computer science where the machine 
can imitate human-like behavior to complete tasks such as prob-
lem solution and decision making by learning from the input of 
data [2, 3]. Although we support this novel amazing technology, 
there are ethical issues and challenges of AI and ML. Ethical use of 
such leading-edge autonomous surgery must be guided by moral 
principles that provides patient safety, protects patient privacy, is 
transparent and accountable if the benefits are to be realized [4]. 
In this paper, the authors will address some of the key ethical is-
sues and their ramifications regarding artificial intelligence and 
machine learning.

2. Algorithm Bias
Artificial intelligence and ML have the potential to contribute 
greatly to oral and maxillofacial surgery, particularly in the in-
terpretation of anatomic imaging [5]. Algorithms with their vast 
amounts of data sets will deliver faster and more consistent diag-
noses than surgeons and improve patient care. However, the use 
of algorithms does raise some ethical challenges. To decrease bias 
and increase patient beneficence, it is important that algorithms 
have data sets that accurately reflect a diverse patient population 
[6].

One variable that can create bias is using race [7]. Inserting race 
into algorithm data sets introduces race-based medicine. This 
could result in a reduction in healthcare resources to racial and eth-
nic minorities. Such algorithm bias may lead to inequitable patient 
care. For example, predicting the risk of cardiovascular events in 
non-white populations from the Framingham Heart Study resulted 
in biased results in underestimating cardiovascular risk [8]. There 
are many other examples of algorithm bias in medicine and sur-
gery. To predict clinical risk in cardiovascular disease, a popular 
clinical tool using past health care costs was used by many health 
insurance companies. As most health care systems spend more 
money on White patients compared to Black patients, the clinical 
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tool summarized that White patients were at higher risk for cardi-
ovascular disease. The results led to increased referrals of White 
patients to medical specialists compared to Black patients. Such 
algorithmic bias perpetuates race bias in healthcare [9].

3. Patient Data Privacy
As artificial intelligence systems will access substantial amounts 
of patient data, AI systems must not breach patient privacy and 
security requirements [10]. With patient information becoming 
automated, doctors are no longer the only repositories of medical 
knowledge. Key issues of data ethics include privacy and protec-
tion of data, informed consent, and ownership. Maintaining the 
privacy of patient medical data is of primary importance. Patient 
data must not be used in any way that could harm or discriminate 
against their patients at the expense of financial gain [11]. 

Bias caused by data occurs when the data distorts the truth. An 
example is when one demographic group does not accurately rep-
resent truth about a different group. Such bias can pose harm to di-
verse groups of people based on sexual orientation, gender, ethnic, 
economic, and social factors. Therefore, we need to ensure that AI 
is utilized equitably in the patient population.

4. Patient Safety and Accountability
Throughout their career, every surgeon will make a diagnostic 
error that will negatively affect the treatment outcome of their 
patient [12]. With any novel technology in healthcare, the most 
critical issue is if the technology functions as planned and will not 
harm the patient [13].

As surgeons have become increasingly dependent on technology, 
an ethical dilemma the surgeon is confronted with is how much 
machine autonomy can the surgeon rely on without increasing 
their risk and malpractice liability if the surgical robot makes an 
error. This is an important ethical issue if the patient is injured, 
or there is a poor surgical outcome and the surgeon was relying 
on AI to make the perceived best surgical treatment option, but 
such decision making was beyond the capability of the surgical 
robot [12]. Should AI and ML become part of standard everyday 
patient treatment, the ethical principles of beneficence and respect 
for patient autonomy will have to apply to machine learning and 
artificial intelligence.

5. Transparency
Artificial intelligence uses convolutional neural networks, often 
referred to as “black boxes”. Trusting a black box creates moral 
decisions as algorithms are not always transparent [14].

Such black boxes may not provide a specific reason a particular 
decision was made and has proven to be problematic. Further, any 
lack of transparency will not generate trust with patients and their 
doctor. Increasing trust can be accomplished only with absolute 
transparency regarding how treatment decisions are selected. Al-
though the doctor may never fully understand how AI algorithms 

arrive at a specific decision, trust can be gained by the doctor edu-
cating themselves about the fundamentals of AI.

Bias can also occur during construction of AI training models. As 
bioengineers who act as AI agents, they must carefully consider 
how bias will affect the algorithms and data used to train a mod-
el [15]. While constructing an AI algorithm bioengineers must be 
able to describe how all patient data sets will be used. As most 
AI algorithms have over 100 million data sets based on treatment 
strategies and statistical analysis, the ability of a machine to ex-
plain how it arrived at a specific decision in surgical treatment is 
no doubt, a challenging task. Because of the inability to explain the 
process of decision-making, patients and doctors may be hesitant 
to trust robotic surgery.

6. Conclusion
Whether artificial intelligence and machine learning is superior to 
the human surgeon and will replace them does raise some stimu-
lating conversation. In our opinion, the patient-surgeon relation-
ship will never be replaced by AI and ML but rather enriched by 
additional information. The surgery community must continue to 
develop strong ethical codes when using AI and ML. Such ethical 
codes must promote the common good in healthcare and respect 
the privacy and rights of all patients.
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